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Autocorrelation analysis and statistical consideration for the determination
of velocity fluctuations in fusion plasmas
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A new statistical method is proposed and investigated to detect modulation in the poloidal flow
velocity via the motion of turbulent eddies. The technique needs a single-point measurement only,
and investigates modulation of the autocorrelation function. In order to evaluate the sensitivity of
the method an analytical expression is derived for the relative scatter of the autocorrelation function
when the fluctuating signal is composed of random events with a given event rate. Detailed formulas
are obtained for the case of identical Gaussian pulses. The result of the calculation allows estimation
of the scatter of the autocorrelation function due to both event statistical and detector n@ide5 ©
American Institute of Physic§DOI: 10.1063/1.1909200

I. INTRODUCTION II. EXTRACTION OF INFORMATION ABOUT VELOCITY
FLUCTUATIONS FROM CORRELATION

Hot plasmas, as a complex system of charged particle§;UNCTIONS

are governed by nonlinear dynamics, hence often they are . - .
: . Correlation analysis is a useful and well-known tool in
found in a turbulent state. One example is anomalous trangg .yl

consequence of plasma microturbulence. Recent theories dgyin 4 detailed picture about the space-time structure of tur-
scribe a coupled system of turbulence and flows generated lyjence. As we would like to detect fluctuations in the po-
the turbulent Reynolds stréser other secondary nonlinear |oidal flow velocity, we need an idea about the motion of the
processe$ These flows react on background turbulence by aurbulent structures. In experiments, e.g., Doppler reflectom-
shear flow decorrelation mechanisrtherefore their charac- etry, one can detect the group velocity of density perturba-
terization is essential. Temporally fluctuating and radially lo-tions in a given poloidal plane, which has the fomm
calized flows(called zonal flows have also been seen in =vexgt+vwm Whereveyg is the background drift flow and
recent numerical simulations of fusion plasthasd we have vy the intrinsic phase velocity of the vortex modes. Dop-
an increasing number of experimental indication to theirpler reflectometry results shdthat the group velocity of
existenc&® as well. However, most of these experimental Propagating density perturbations follows the profile Eof
evidences were collected either in low-temperature devices< B velocity measured with passive spectroscopy or with
where material probes can be immersed into the plasma, &ctive charge exchange recombination spectroscopy, indicat-
in special diagnostics available only at some machines. ng that the intrinsic phase velocity of the perturbations
Several of the above experimental results were obtaine(qdlng on the background plasma must be small

. . . . Investigating correlation functions we can get informa-
by measuring changes in the poloidal flow velocity of turbu-.. S . ]
11 . ) . tion about statistical properties of turbulent structures: the
lent structures~ via poloidally resolved fluctuation diag-

. : , . o . correlation time, the correlation length along a spatial coor-
nostics. This paper investigates the possibility of deteCt'ngjinate, and the propagation velocity from cross-correlation

B-perpendicular flow modulations through observing tempo+,nciion. From a very simple model which deals with poloi-
ral variations of the autocorrelation function in a single-pointga|ly moving structures having Gaussian shape both in space
measurement of plasma turbulence. In order to calculate thgnd time, we can calculate the autocorrelation time in a
sensitivity of the method we found it essential to analyze thesingle-point measurement as a function of the eddy lifetime
statistical scatter of the autocorrelation function due to twoz,, and the velocity dependent propagation time

effects: the finite number of turbulent eddies and/or detector

statistical noise. The final result of this derivation is a simple TiteT,

expression readily usable to various measurements. As an  Teon= T 1)
application of the method we present the analysis of the Wﬁfe'”g

dominant error source in beam emission spectros¢BEp)

turbulence measurements on the Wendelstein 7-A%/here 7,=wgy/v,,wy is the poloidal correlation length and
stellarator2 v, is the poloidal flow velocity. From this formula it is clear

that we have two distinct limiting cases, which are given
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Relative sensitivity of Tcorr to change in 7, scatter arises from two sourcé€s:In a short time interval we

' ' ' ' ' observe only a limited number of turbulence events and ran-
dom overlapping between different events produces a statis-
tical scatter of the calculated correlation valugs,the mea-
sured signal often includes some kind of detector noise, e.g.,
due to the limited number of photons detected in BES or
electron cyclotron emissiofECE) measurements. In the fol-
lowing sections we calculate the relative scatter of the auto-
correlation function due to these effects.

lll. RELATIVE SCATTER OF THE AUTOCORRELATION
FUNCTION DUE TO FINITE NUMBER OF EVENTS

0.0l 1 1 1 1 1
0.0 0.5 1.0 1.5 2.0 2.5 3.0 We do the calculations in two steps. In the first part we
T/ Tite derive the tendencies without any assumption on the tempo-
FIG. 1. Ratio 0fr,,, modulation tor, modulation(dre,/ 7o0,)/(dr,/7,) asa @l shape of the ﬂ_UCtuanon events. In the second part we
function of 7,/ . calculate the detailed expression for the case of uniform
Gaussian pulses.

this case from the correlation time we can follow the time

evolution of thev ,(t) flow velocity, therefore we can calcu-

late the spectrum of velocity fluctuations. In our calculation we assume that we have a measured
(ii) mire <7, In this case the correlation time gives infor- time signal which consists of randomly distributed, limited

mation about the eddy lifetime and the flow velocity cannottemporal length events, including overlapping as well. Each

be deduced. It has to be noted that in this case the velocityvent has a time evolution and it is described by a set of

determination from the cross-correlation function also berandom variablegwith a given but otherwise arbitrary dis-

comes difficult due to the small shift of the maximum rela- tribution function such as the amplitude, the lifetime, the

tive to the width. time center, etc. As we would like to calculate statistical
Of course the situation can be more complicated wherproperties we have to define different statistical averages or

the eddy lifetime is in the same order of magnituderadn expectation values. We will use two different notations. The

this case we have to do poloidally resolifigor two- first one is for the time averages:

dimensional(2D) (radial-poloida) measurement3*®in or- AT o

der to distinguish the effect of velocity from the eddy turn- S(t) = Lf Stydt — LJ S()dr,

over time. However, ifr; does not depend on the flow AT J, A?;:v, TJ

velocity, then the modulation of the,,, correlation time will ) ) ) )

reflect the modulation of the flow velocity, albeit with a sen- WhereS(t) is the measured time signal amg is the expec-

sitivity depending on ther,/ 7. ratio. This is shown in Fig. tation value of the event lifetime. The second notation is

1, where (d7oy/ 700/ (d7,/7,) is plotted as a function of used for averages over random variables describing all the

A. General case

7,/ Tt ON the basis of Eq(1). events which constitute thg(t) signal:
The method presented in this paper assumgs> 7,.
We intend to derive the flow velocity fluctuations from <S(t;,u)>#:f77#$(t:ﬂ)dﬂ, 2

modulation of ther,, correlation time determined from

short time signals as is shown in Fig. 2. There are clearlwhere u={¢,,&,...,&,..., &} represents a set a random

cases when theye > 7, relation is supported by experimen- variables ~ with a  set of  distributions P,

tal resultd® but, of course, it has to be verified case by case={P(&,),P(&),...,P(&),...,P(&)}. This way the formal
To assess the minimum length of the time intervaldefinition written above involves multiple integrals over each

needed for the determination of the correlation functiamd  of the random variables.

thus the temporal resolution of the methade need to cal- If we have a time signa®(t) the autocovariance function
culate the statistical scatter of the correlation function. Thigautocorrelation without normalizatipican be calculated as
(S o ®
FIG. 2. Sketch of two-pointleft) and one-pointright)
correlation measurements for velocity fluctuations. In
~ ~ the two-point measurement the maximum place of the

Ca(, correlation function shifts due to the velocity change. In
. the one-point measurement the width of the autocorre-

lation function changes.

Cab A 77N

time lag time lag
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Ca(n) =[S(t) - S|[S(t+ 7) - S]. ()
Our signal is a sum ollg independent events:

NS
(4)

S =2 si(t ),
=1

where u;={A; to;,W;;, ...} denotes the set of random param-
eters describing thgth event with amplitudey;, time center
to;, lifetime wy;, etc.

The variance of the autocorrelation function is given by

0?=(C) - (CH2. (5
Using definition(3) we have

o?=(SOSt+ 12 — (SOt + D)2+ (SH — ()2

= 0%+ crg.

(6)
We will use the following abbreviations:
o5 =(CH) = (Co)?,

(7)
o2=(SH - (7,

Phys. Plasmas 12, 052323 (2005)

Ns r/e
“ﬁzw[@w@ij

Ng(Ns=1)r /5
(AT)Z [< Im/ e, _<E|m>#|ﬂ ]
(12
- [NsG?)uj + 2Ng(Ng - 1)<§f>ij - Ny(Ne - 1)(5);,

- N§<§f)ij].

In order to obtaino/(C,), the relative scatter of the au-
tocorrelation function, we need the expectation value of

Ca(T),
(Co(7) = (SOSt+ 1) — (D
Ne
= A_T(éj(ﬂﬂj»ﬂj

2
(A-F)Z@J IZL
(13

L No(N— 1

AT )<6|m(7-;#|llu’m)>p,|,;l,m_

where C, denotes the covariance function without average

subtraction. Now we calculate these terms separately,

N N

Co=\ 17 2 si(t ) 2 st + 7w dt
j=1 k=1 u
= ATE <J Si(t; py)s;(t+ T;Mj)dt>
=1 M
+ —Z <f S(t; ) st + T;Mm)dt>
ATl?ﬁm -
N Ng(Ns— 1)
= A_.T.(éj(T; Mj)>,u,j + %@Im(ﬂﬂlvﬂm»ﬂl,ﬂm;
(8)
where
CICME f (8 1)t + 75 )t 9
is the autocovariance of one event and
Elm(T;lLlale):fSl(t;Mj)Srn(t+ 7, uj)dt (10)

is the pair covariance function of two different events. Here

C; and<,,, are the usual covariance functions multiplied with

AT and¢, determines the variance of the autocorrelation W
function. We suppose that different events are statistically () = APW-—

independent and the set &f,; probability distributions is

wheres; = [s;(t; w;)dt.

In the limit of Ng> 1 and taking into account E@¢L1) the
last two terms cancel in the above expression.

Using Egs.(12) and (13) one can directly calculate
o/{C,). However, in the general treatment it is rather com-
plicated therefore we focus here on deriving the tendency in
AT and Ng, and show the detailed result only for identical
Gaussian pulses in the following section.

First let us assess the correlation integi@sand (10).
For 7>w (wherew is the mean lifetime of the eventthese
vanish. Additionally thec,,, pair covariance function will
also vanish if|ty —ton|>w holds for thet, time centers of
events| and m. Otherwise it can be approximated as
D('PM)AZW, whereA is the mean amplitude of the events and
the constanD carries the information on the probability dis-
tributions. As we assume that thgtime centers of the events
are uniformly distributed over thAT time interval, the sta-
tistical averaging brings in av/AT multiplier. Averaging
over all otheru parameters of the events will produce a
constant factor which depends neither Ng nor on AT.
Based on the above at0 we have

identical for all Ng events, i.e., we suppose that events are

statistically identical. In this case it can be shown that
@Im("'; Iu’l!lu’m)>p,|,p, :AT Sj ;21, (11)

HeresJ is the time average of event
After some calculations, we arrive at the following ex-
pression foro; and o:
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Assuming thalNs> 1, hence keeping the highest order terms
in Ng,?/(C? (T—O)> can be expressed using Ed$) and
(12—14) as
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a? w w \? B
" <AT) D2< AT) 19 iy = TG t(AT)2 f f o 2ty
a
The constant®, andD, are determined by details of tig, _ \,'2773’2wt3 (20)
probability distributions. Ifw/AT<1 we can keep only the T AT

leading term inw/AT, thus our final result is . ) o
In our casea% identically equals zero anglis independent of

o w 7, thus we arrive at
—— [, (16)
(Cp AT )4
- _ 3/2 _ —
Our result may be surprising as the relative scatter does o’ Ne(Ns 1){ 2w (AT) 4712( AT) } 21

not depend on thes;=Ng¢/AT event rate. One would expect

that for higher event rates the statistics should improve.

However, in our case the scatter of the correlation function i$13)

produced by random overlapping of events; this is propor- 2

tional to ns. The mean of the correlation function is also  (Cy) =NgV ( ) ’2’4‘”2+NS(N —1)277( )
. i X AT

proportional tons, therefore the relative scatter will not de-

pend on the event rate. On the other hand, whénis in- 5 w; \2

creased at a fixed event rate thg number of events in- Ns2m AT

creases as well without changing the random coincidence

between the events, and as a result the relative scatter deinally collecting all terms the relative variance of the cor-

creases. In this sense the number of measured events ddédation function atr time lag has the form

To obtam the relative scatter we also negt}) from Eq.

AT

(22)

improve statistics. 2
AT AT
<C > — 21w Wi 2 (2
B. Gaussian pulses a Ng| v (—) AN — 2 ( ) J
S{W AT/ T\ AT

In this section we apply this general result to a simple o _
model of Gaussian shaped events with the same amplitude NOW we can do two steps of approximation: first, as we
and lifetime, randomly uniformly distributed iAT, hence have already mentioned above,/AT<1, therefore in the
the single random variable is the time centgrfor each numerator we can neglect the fourth order term and in the

pulse: denominator the second order terms. The second approxima-
tion has also been mentioned befoMy(Ng—1)~N2. This
Si(t; py) = e - ‘Oi)z’zwtz, i ={tgj}- way we get a very simple expression for the relative variance
at 7=0:
Substituting the Gaussian shape of #@) events into Egs. .
(9) and (10) we get N, \@73/2(&)
o AT 172 Wt
_ — — = =1/ (2m) " —. (24)
() = | sj(wy)dt= 27w, (17) (Cy = ( W ) AT
STNAT
- _ _ T 22 In order to make sure that the analytical calculation and
Ci(Ti ) = i 86 wy)sj(t+ 7 py)dt= Vawe ™, our considerations are correct a simple numerical simulation

was performed. Test signals were created by adding Gaussian
(18) pulses with random center time and the numerically calcu-
lated scatter and relative scatter of the autocorrelation func-

- tion at 7=0 calculated from an ensemble of 20 correlation
Cm(Ts e ) = | S(G ) Sl + 75 ) dit values are plotted in Fig. 3.
- Additionally to the simple statistical simulation de-
= w";the"(tO' ~ tom + D2/4W, . (19) scribed above a more complete computational analysis was
o done to illustrate the feasibility of the velocity measurement
From this it is clear that method. Results are shown in Fig. 4. Identical Gaussian

pulses were moved across a single detection channel with a
variable flow velocity. The lifetimery;,, of these events was
much longer than their transit time, over the observation
f f ~(to) - tom + 7 ’4WZdt0 dig. yolume and the pulses were alwayg generated before rgach-
ing the observation. The flow velocity was modulated sinu-

(612>,u,] - @J)i] = 01

<E|m>,u,| M

M AT)2
soidally with different frequencies and amplitudes. In some

- 2w cases an additional Gaussian noise was added to the signal

AT’ simulated with 1us time resolution. The autocorrelation
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10° . . 0.15 T T
—_ e Explicit calc. = ° E.Xpl"l:'t cglc: |
3 v Simulated signal = Y Simulated signa
o ¥ B oy
q S \ 4 ) -
Q. 7, FIG. 3. Comparison between explicit
10 . ° ® ) :
< z ¢ v calculation of the relative scatter and a
= M “0.05 simple numerical model. Constant
event rateleft). ConstantAT (right).
°
v '.
2| R 0 L s
Y 10' 1¢° 10° 10° 10* 10° 10°
AT [ms] n_[1/s]

function C4(7) was calculated for short time intervals as plot- statistical noise will be treated the same way: a Gaussian
ted in Fig. 4b). The 7, time lag where the correlation drops white noise can be considered as photon statistical noise in
to its half was calculated for all of these short time intervalsthe limit of high photon flux.

and plotted in Fig. &). The effect of the 100 Hz velocity Let us assume that the measured signal consists of over-
modulation applied in this simulation is clearly observable inlapping photon pulses. The fluctuation of the signal from the
both of these figures. The power spectrum of #g(t) sig-  plasma modulates the rate of the photons; this way it modu-
nal is shown in Fig. @) for different velocity modulation lates their statistics as well. In most fusion plasma fluctuation
amplitudes from 0.2 to 0.4. The peak at 100 Hz clearlydiagnostics we are looking for a small amplitude fluctuation
shows up in all cases. In one of the plotted cases an additypically 1%—10% on top of a slowly varying signal. Ten
tional normally distributed random noise was added with apercent modulation will not change the statistics of the pho-
rms amplitude identical to the rms amplitude of the originalton noise considerably, therefore we assume that it is con-
signal. The resulting power spectrum exhibits a broadbandtant in time. This enables us to write the detected fluctuation
noise and somewhat reduced sensitivity to the 100 Hz modusignal as a sum of two signals: the fluctuating plasma signal

lation, but the peak is clearly distinguishable. This remark-(or event signaf) and an additional photon statistical noise
able insensitivity to noise is caused by tiv,/ AT tendency

. 2 ' signal S,

in Eq. (24). Thew, autocorrelation time of the random noise

is about 1us while for the Gaussian pulses it is about S(1) = Se(O) + SrD). (25)

[see Fig. 4c) ], thusC, will be less sensitive to the broadband

noise than to event statistical noise. The two signals are now uncorrelated. Assuming that at least

As a final test the modulation frequency of the flow ve-one of the above signals have a zero mean the autocorrela-
locity was raised to 1 kHz and th&T time resolution re- tion function can be written as
duced to 10Qus. Although this increases the event statistical _
noise of the autocorrelation function by nearly a factor of 3, Caln) = (SO + SrOILSE(t+ 7) + St + D))
the peak at 1 kHz in the power spectrum in Fi¢e)4s still = (Se(O)Se(t+ 7)) + (SO St + 7)) + (Syn(D Se(t

apparent. _ ~E, ~ph
Finally it should be mentioned that it is a remarkable +0) (SOt + 1) = Ca+ G (26)

feature of Eq.(24) that for the calculation of the statistical Thjs result shows the additivity of the autocorrelation func-
error of the autocorrelation function only the event corre-  tjon. To calculate the squared varianceQyf we can simply
lation time is needed, which can easily be read from thesym the squared variances of the two terms. We have to note

autocorrelation function itself. that the relative variance of the photon noise can be calcu-
lated exactly the same way as in the case of event statistics
IV. IMPLICATION TO PHOTON STATISTICS because the photon noise can be described as a sum of events

(photons with a lifetime determined by the time constant of
In several fusion plasma diagnostic techniguesy., the amplifier.

BES and ECE the measured signal contains a significant ~ Now we wish to calculate the ratio of the variance of the
noise(e.g., detector noise, photon statistical nnidéiis also  correlation function arising from event statistics and photon
causes scatter in the autocorrelation function, albeit with difnoise. Rewriting Eq(24) we get
ferent temporal features. In case of the “event statistical
n_0|se,” calf:ulated in the preceding section, dlsturbancgs con- ;. = /(277)1/2&(Ca(72 0)) = ’(277)1’2ﬁAr2m5,
sist ofw; wide pulses. In contrast to this the photon statistical a AT AT
noise will cause pulses whose width is determined by the (27)
inverse of the amplifier bandwidth. In this section we shall
calculate the relative scatter of the autocorrelation functiorwhere (C,(7=0)) was identified as the square of the rms
resulting from detector noise. Amplifier noise and photonamplitudeA, s of the fluctuating signal. For Gaussian pulses
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Ams €an also be expressed using E2R) from the pulse rate
n, the pulse amplitude\, and the pulse widtlw as A
=\mwn/2. Using these expressions we express the variance
due to the event statistics using the rms fluctuation level
Ag ms and the variance due to the photon statistics using the
photon pulse amplitud@y,

1[Hz]

W,
O'(E:a =1/ (277)1/2A—_:_A
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FIG. 4. Results of the full 1+1 dimen-
sional simulation. Modulation fre-
guency of the poloidal flow velocity is
100 Hz for(a)—(d) and 1 kHz for(e).
The relative amplitude of the velocity
modulation(dv,/vg) is 0.3 except for
the cases noted ifd). (a) Simulated
signal composed of identical Gaussian
pulses.(b) Autocorrelation function vs
time. (c) Half width of the autocorre-
lation function(7y,) as a function of
time. (d) Power spectrum of the; ,(t)
signal for various relative velocity
modulation amplitudes and additional
random noise forévp/ve=0.3. (€)
Power spectrum of the;,(t) signal in
the case of 1 kHz frequency
modulation.

E,rms (2 8)
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shot #31920 Autocorrelation at channel 10
—

0‘0014 i T T T T T T T T T T T ]
i [X] ]
0.0012 —
0.0010 —
c B .
.8 B .
© 0.0008[ = FIG. 5. Extrapolation of the autocorre-
"E B ] lation function to separate the photon
o L ] peak from the correlation function
ﬁ 0.0006 — — originating  from the plasma
S i i 3 ] fluctuations.
0.0004 - P i -
0.0002 — —
0.0000 . . . . . 1 . . s . .
—40 -20 0 20 40
Time delay(microsec)
W — considerably higher than the frequency of plasma fluctua-
ph _ (2 )1/2_;11 2 (29) . ’
oc,= AT N TWprNprAph: tions, a simple procedure can be used to separate the plasma

fluctuation from photon noise in the autocorrelation
Heren,, is the photon ratew,, is the temporal width of the function” As the effect of photon noise in the autocorrela-
photon pulsedtime constant of the amplifier/detectoand  tion function is limited to about & 7< 3w, this method
Apn is the amplitude of the photon pulses. We can also linkinearly extrapolates the autocorrelation function in this
these parameters to the dc level of the light sigigl) as range from 8v,,<7<6wp, as shown in Fig. 5. An alterna-

Age= A wen (30) tive method would be the separation of the two signal com-
¢ = VT phWphph- ponents in the frequency domain.
Using Eq.(30) the ratio of the variance due to photon statis-  The extrapolated correlation value &0 approximates
tics to the variance due to event statistics is given by Aérms Agc can be calculated as the mean of the signal. The
h autocorrelation timew, can be read from the photon peak
oty W A |21 i i
_Ca_  [Wph c _ _ (31) corrected autocorrelation function.
U'(E:a Wi \Ag ms \““‘7Tthnph

We can recognize that the parameters determining the ratd- Detérmination of the photon rate

of the two variances are the relative fluctuation amplitude In this section we present a method to determine the
1/R=(A4c/ Ae ms), the number of photons detected during photon rate from measurement. The idea is based on the plot
the time constant of the amplifiev,n,,, and the ratio of the of Fig. 6 which shows the relative rms fluctuation amplitude
amplifier time constant to the event autocorrelation time.
These parameters can all be determined from the signal.

Simulated signal

V. ESTIMATION OF PARAMETERS FROM THE F N N N '
EXPERIMENT T N N
r e ~ AN AN

As we can see from E¢31), in order to obtain this ratio o
we must determine four quantitiesr,, (integration time of & o10F e oA
the amplifie}, w; (correlation time, R (relative fluctuation 3 E NN > 10*
amplitudg, andn,y, (photon ratg Each of these can be di- T o\,
rectly obtained from the experimental signal. Q , o, > s

The easiest way to determine,, is to analyze a signal o I R > 10
measured from a nonfluctuating test radiation soyecg., N I 4
light signal for BES, blackbody source for ECHhe width 0.01F . RN s
of the peak around=0 of the autocorrelation function re- o , RS Lo L *1]
vealsw,,. The rms fluctuation amplitude in a real experimen- 10° 10° 10* 10° 10%

Timescale [s]

tal signal(Ag,m¢ can be calculated from the square root of
the aUtOCO_”elat'On function at=0 aft_er correction for the _ FIG. 6. Determination of the photon rate from a simulated sigseé ex-
photon noise. If the detector/amplifier cutoff frequency isplanation in the teyt The photon rate is 705~

Downloaded 12 May 2005 to 148.6.176.209. Redistribution subject to AIP license or copyright, see http://pop.aip.org/pop/copyright.jsp



052323-8 A. Bencze and S. Zoletnik Phys. Plasmas 12, 052323 (2005)

#43994 Relative fluctuation amplitude #43994 Autocorrelation time
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FIG. 7. Experimental determination of the relative rms amplit(ldt) and the autocorrelation timgight).

as a function of signal smooth length. If the signal is com-dramatically changes due to the drop in the relative fluctua-
posed of independent random pulses the relative rms fluctuaion amplitude(see Fig. 7. Equation(31) contains the rela-
tion amplitude changes wittnAt)™2 if At is considerably tive fluctuation amplitude squared, therefore this term domi-
longer than the pulse length. The dashed lines represent thigtes the expression.
dependency in the case of different pulse rates. If at the Before attempting an analysis of the flow velocity modu-
shortest time scales the photon noise dominates the fluctuéations it is necessary to determine the relation between
tion amplitude then the location of the curve relative toand ;.. This can be done by two-dimensiongdoloidal-
dashed lines shows the photon rate. In case the photon amadia) BES™>'® This can resolve both the, poloidal size
plitude does not dominate one needs to do a measuremeand the flow velocity of the structures, but its time resolution
with a test radiation source where the dc level of the signal iss rather limited. From this measurement we'¢kat in the
close to the dc level of the real measurement. SOL 7, determines the autocorrelation time, while in the
It is worth noting that the plot shown in Fig. 6 is also edge plasma the effect of the poloidal flow is clearly visible.
useful to find characteristic time scales in the signal. OutAlthough 7, and ;. appear to be close to each other this
example shows the presence of aboutu30wide random only affects the sensitivity of the methdsee Fig. 1 and we
pulses in the signal additionally to the photon noise. Unfor-can attempt to detect modulations in the flow velocity in the
tunately theng event rate cannot be determined from the plotedge plasma.

because of a nonfluctuating part of the plasma signal. As we would like to detect modulations in the poloidal

flow velocity by means of autocorrelation function, it is use-
VI. SOME CONSIDERATIONS FOR W7-AS Li-BEAM ful to estimate the uncertainty of the time lag at the half of
MEASUREMENTS the maximum correlation which is basically proportional to

i , , L the uncertainty of the flow velocity determination. This is
Using this model we are able to quantify statistical pmp'simple to do using our previous results:
erties of fluctuations measured by Li-beam emission spec-

troscopy at the Wendelstein 7-AS stellaratdf and to com-

pare fluctuation originating from the scrape-off lay&OL) A A = A_ o
and the edge plasma of the machine. Figure 7 shows experi- 2 ’
mentally measured quantities. We have selected three char-

acteristic locations(i) SOL located outside the LCF&ast

closed flux surface (ii) edge that is 1-2 cm inside the B 1
LCFS; (iii) core that is 5-6 cm inside the LCFS. The dataare ™= *2W\[In{ 75— |, (32)

collected in Table I.
As the table shows in the SOL and edge regions the

event statistics dominate the scatter of the correlation func- 1 _
tion. A few centimeters deeper in the plasma the situation A7, := 7, - 0= 2w, |n<m> -vin2|.
" Orel

TABLE I. Parameters in the SOL, in the plasma edge, and in the outer part of the core plasma.

Location Wy(119) Wor(19) Age A ims (s og';/ aEa
SOL 50 2 5 10 0.14
Edge 20 2 20 19 0.35
Core 10 2 50 19 3.15
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FIG. 8. (a) Uncertainty in determination of the time lag at half maximym) of the autocorrelation function with respect to relative scatter of the
autocorrelation functiofisee Eq(32)] and(b) maximum detectable flow velocity modulation frequency as a function of the mean autocorrelation, ine
different relative uncertainties of,.

Here o, is the relative scatter of the autocorrelation couple of 100 Hz frequency modulations in the poloidal flow
function coming from the statistical noigsee Eq(24)] and  velocity could be detected.
75ais the time lag at half of the maximum value of the ~ The above considerations indicate that in order to in-
exact autocorrelation function. The ratio of ther, (o) crease the maximum detectable velocity modulation fre-
function tow, is plotted in Fig. 8a). In case of event statis- quencyw; should be decreased. Ag=w,/v, the ability to
tical noise this expression slightly overestimates the scattedetect smaller poloidal structurésetter poloidal localization
as the modulation of the maximum of the correlation func-of the measurementlargely increases the detection fre-
tion is somewhat correlated with modulation7af,. quency band. This can be achieved by, e.g., Langmuir

What we can learn from all these calculations? Let usprobes? or by BES withB, observatior.
have an example: assume that we would like to know the The above analysis shows that it is possible to detect
modulation in the poloidal flow velocity with an accuracy of modulation in the poloidal flow velocity in the edge plasma
A7, /w,=25% if the correlation time is about 1@s. (W7-AS  of the Wendelstein 7-AS stellarator and other fusion devices
edge condition$.The question is what has to be the mini- by means of Li-BES. The statistical method might be easily
mum AT integration time in order to reach this accuracy.applicable to probe measurements in the SOL or edge of
From Fig. 8a) it is clear that this uncertainty corresponds to other devices as well. Such investigations are underway and
10% relative scatter of the autocorrelation function. Fromwill be published in the near future.
Eqg. (24) we can calculaté\T, which is the minimum sam-
pling time for the flow velocity determination. Consequently VII. CONCLUSION
the maximum detectable velocity modulation frequency is
fmax=1/(2AT). Of course this limiting frequency depends on In this paper we have presented a method for the deter-
the needed accuracy in7,/w;. For longer total measure- mination of fluctuations in the flow velocity of fusion plas-
ment times higher scatter can be allowed, but in any case thmas. This method is based on the calculation of the autocor-
method breaks down aroung=0.5. Achievablef, val-  relation function from short time intervalgAT) and
ues are plotted in Fig.(B) as a function of then, autocor-  characterization of flow velocity by means of half width of
relation time for variousAr./w; accuracies. The figure the autocorrelation function. If we would like to involve
shows that for the Wendelstein 7-AS edge conditions ashort time intervals in our calculations of the correlation
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